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1. INTRODUCTION

1.1. Contents of the Paper

The aim of this paper is the construction of an approximation of Sobolev
spaces W;'([RS) by some spaces of discrete functions. The approximation
built here is analogous to the finite element approximation of the spaces
Hm(IJ,F) presented by Aubin [1].

The following definition of an approximation of a Banach space X
is used. Let us assume that H' is a set possessing an accumulation
point denoted by 0 and that H = H' \. {O }. The system d (X, p, r) =
[(XI" PI" rhl}heH is called a convergent approximation of X if Xii are
Banach spaces normed by II ·11 h, Ph: X h -+ X (prolongation) and fh; X -+ XI,
(restriction) are linear operators, and

?JM>OVhEHVfEX

?Jil-f>OVhEHVUEXh

IlrlJlih ~ Mllfll x'

IlplJill x~ Mllullh'
( 1.1)

VfEX (1.2)

the approximation is called stable if

?JK>O VhE HVu E XI, Ilphull x~ Kllu!lh' (1.3)

The construction of an approximation of spaces W;'([R') presented here
is based on the concept of discrete and integral partitions of unity. The
partition of unity is built by the use of multivariate box splines, defined by
de Boor and Hollig [2]. It is observed that the functions TT:(m) and fA1m)

used by Aubin [1] for constructing the prolongation operators are box
splines.
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The first section contains definitions of box splines and of the spaces of
mesh functions which are used as the approximating spaces X h • In the
second section an approximation of W;'(IR S

) is defined. It is shown that
this approximation is bounded and convergent-that is, it satisfies condi
tions (1.1), (1.2 )-and that the rate of convergence depends on the moduli
of continuity of the given function. The necessary and sufficient conditions
for the stability of the approximation are given. Last, we present an exam
ple of the application of such a method to the approximate solution of an
eigenvalue differential problem.

Section 3 contains the proofs of aU the results from Section 2.

1.2. Notation

The set of aU positive real numbers is denoted by IR +, and the set of
nonnegative integers by 7L +. A vector x E IRS is written as the column
(x" ...,xs)T. If X,YElRs,zElRs+, then [xl p is the lp-norm of x,lxl=
Ix["xoy=(x,y"""xsYsf,x/z=(x,/z" .."Xs/zs)T, and if XEIR

S and
z E IRs+ or x E 7L s+ and z E IRS then

ZX= n (Zjy',
i=l

The symbol e j denotes the unit vector of the ith axis; e is the sum of all
vectors e j •

The spaces Lp(IR S
), Lp(IRS)IOC, W;'(IRS), w~n(IRS)IOC (mE7L+, l~p~:G)

are defined as usual. The symbols Lp(lRsh, W;'(IRS)b denote the subsets
of Lp(IRS) and W;(IRS) consisting of all functions which vanish out of a
bounded set. The norm in Lp(IRS) is denoted by II· lip, and the norm and
seminorms in W;(IRS) are given by

(O~n~m),

with the usual extension for the case p = :G. The moduli of continuity are
defined as follows (cf. [4]): if! E Lp ( IRS), t > 0, r E 7L +' then

wr(t,f)=sup{I[Lfr(z)!V Izi ~t},

where

r (r)(Lfr(z)!)(x)=n~o (_ly-n n !(x+nz), x, Z E IRs;
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(J)r(t, [JIn~f) = r L OJ,it, Dt;)PrP,

L,k[ =m -J

55

1.3. Mesh

Let us now define the mesh on IW and some spaces of mesh functions.
Let He IRs+ be a bounded set of parameters with 0 as a point of density.
F or fixed Iz E H, the mesh on IRs is the set

IR:, = {x E IR': x = 10 h, IE ZS).

The space of all functions u: IR~, ~ A (where A is a linear space) is denoted
by m(IR:" A), m(IR~,)= mm~" IR). The set of mesh functions vanishing out of
a finite set is denoted by m(IR~, Alb' The operators of finite differences, i3 k

and c~ (k E ZS+), are defined in the following way: if u E m(IR;~, A), x d~:"

then

cku(x)=h- k L (-e)k-j(~)U(X+j0h),
O";;j,,;;k \},

./k\
o~u(X)=h-k L (_e)k- J ( .)u(x-joh).

O";;j,,;;k \J,

The following spaces of mesh functions are considered:

Lp(IR~J-the set of all uEm(IR~) such that the number

1 p

Iluli p = [heL , lu(x)1 pJ
,'\ E !R:h

is finite; II· lip is the norm in Lp(IR:,);

W;'(IR:,) (m E Z + )-the set Lp(IR~) with the norm and seminorms

Ilu/l p . m = [ I Ilokull:jl P;
Ikl";;m

lulp,tl = [k~n Ilokull:lP (0 <; n <; m).

1.4. Box Splines

In this section, box spline functions, which will be used to construct an
approxima~ionof W;(IR'), are defined. As in [3], let X = {Xl, ... , x n

} be a
set of vectors from IRS (not necessarily distinct), let

<X) = span X = IR',
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and let the number d(X) be defined by

d(X) = max{m: for all Y c X, IYI = m implies <X\ Y) = IRS}

(where IYI is the cardinality of Y). The multivariate box spline Bx is the
function satisfying the identity

f Bx(X)!(x)dx=f !(Xz)dz
[piS In

(where 1= [0,1]) (1.4 )

for every f E C(IRS
) (X is identified with the matrix Ext, ..., xnJ).

We use the following matrices in our study:

Ek = [el' ..., e l , e2, ..., e2, ... , es ' ... , es ]

----------- ---------- ----------k,

For the purpose of constructing an approximation of the space W;'(IRS),
we introduce the following classes of matrices:

.9'", = {X c ZS: Eme c X, d( X) ~m }

Let us observe that YfJ = {X c 7L s
: <X) = IR'} and if m > 0 then the matrix

X\Eme (consisting of an arbitrary number of columns) has at least one
nonzero element in each row. As an example, the functions Jl(m) and
1!(m + II' used by Aubin [1 J to build an approximation of H m

( IRS), are box
splines generated by the matrices Erne U e and E(m + l)e = Eme U En respec
tively. These matrices belong to .9'",.

It follows from the results presented by Dahmen and Micchelli in [3J
that BJ( belongs to Cd\X) - 1(IRS). In the same way it can be proved that

(1.5 )

2. FORMULAnON OF RESULTS

In this section an approximation of Lp(IRS
) and W;'(IRS) is constructed.

In Section 2.1 the operators of restriction and prolongation which satisfy
conditions (1.1) and (1.2) if X = L p( IRS) are constructed. In the next section
the box splines are applied to the construction of an approximation
of W;'(IW), Section 2.3 contains the conditions for stability of the
approximation. Last, in Section 2.4 an example of an application of the
approximation is presented.
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2.1. Approximation of Lp(lRS
)

Let A and B be functions from L,AlRS)b and let us detine the operators
PB. m(lRS)' --+ L (lRs)loc rA. L (lRs)IOC --+nl(lR S

) by the formulash' h x:. , h' I, h

(pf,U)(x)= L B(x/h-!)u(loh)

for each U E m(lR~) and almost every x E lRs;

(rt f)(loh) = h- e f A (x/h -/)f(x) dx
oW

(2,1)

THEOREM 1. Let A, BELx(lRS)b' 1 ,,;;p,,;; x. If fELp(IRS) then
rtfELp(IR:,); ((uELp(IR:,) then pf,uELp(lR"), and

II -:; ..
,_.J;

Thus, condition (1.1) from the definition of the approximation is fulfilled.
To obtain the convergence, we need more assumptions concerning the
functions A, B. Let us define the sets

21} = {A ELm(lRsh: fA(x) dx= I}.
3'd = {B E Loc,(lRS)b: /~, B(x +!) = 1 for almost every x E IRs}.

If A E 27;, BE ,o/>d' then pf. 1 = 1, rt 1 = 1, and therefore the elements of ,:;Jd
and ~ are called the discrete and integral partitions of unity. It is shown
in Section 3.5 that

(2.4 )

As an example of a function from ,o/>d' a box spline can be taken, since (as
follows from the Corollary to Proposition 3 in [2])

if X E!/b then B x E .9:,.

THEOREM 2. Let A E .~, BE r:l'd' Iff E Lp(R'), 1,,;; p,,;; ,x;. then

IIf - pf,r;; fill''';; C 3 w t (lhl x ,f);

if, moreorer,

(2.5 i

(2.6)

pf,rt g= g 12.71
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(where l1r(lRS) is the set of all polynomials of degree not greater than r), then

(2.8 )

(2.9)

It is shown in Lemma 3 that there exist functions A and B satisfying
condition (2.7).

2.2. Approximation of W;(IR')

The construction of the approximation of W;(IR') is done with box
splines. If X E 9;'" then, following properties (1.5) and (2.5), B x E fJd and
pBxU E W'~(IR'). The following notation will be used:

if XE~ thenp~= pf<;

if X = E k U Ythen Bk .}= B x , p~'Y = pf·r,

Let us now formulate two lemmas which allow us to build an approxima
tion of W;(IRS).

LEMMA 1. Let j, kE7L,+,j~k. If Y is a matrix such that Ek_ju YE~
then for every u E m( IR~,)

(2.10 )

LEMMA 2. Let A E Loc(IR'h, k E 7L'+, Ikl = n ~ m. Then for every function
fE W7'(IR')loc

Ok r A f=(-1)" r A(-k!Dk f,- h h , (2.11 )

where A(k) = Q;A, A( -k) = Q~eA, and

(Q;f)(x) = f f(x - z 0 Ed') dy
In

(/= [0,1]) (2.12 )

(2.13 )

(2.14 )

for every f E L[(IR')IOC, Z E IRS.

The following theorem IS a consequence of Theorems 1,2 and
Lemmas 1,2.

THEOREM 3. Let X E 9;'", A E&:. If f E W;'(IR S) then r~ f E W~"(IR~); if
u E W;(IR~,) then r:u E W;'(IR S) and

Ir~ fl p,1I ~ C[ lfl p .", Ip~ul p." ~ lu!p,,,,

If-pr,r~flp.,,~C5wl(lhl, [J)'1) (O~n~m).

If, moreover, condition (2.7) is satisfied with r ~ m then

If-pr,r~flp.,,~C6wr+[-,,(lhl,Wf) (O~n~m). (2.15)
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The application of box splines allows us to obtain an approximation
satisfying condition (2.7). The following lemma is true.

LEMMA 3. If XE9;,GEJl:, then there exist real numbers ~k (ikl~r}

such that if A(x)=Llkl~r~kG(x-k)joralmost el'er)' xEIRS, then condi
tion (2.7) is satisfied.

2.3. Stability of the Approximation

In this section the stability of the approximation is investigated.
Theorem 4 gives conditions which are equivalent to stability condi
tion (1.3). The corollary estimates the norm of P: u by the norms of lower
degree.

THEOREM 4. Let X E 51;,,, m ;?: 0, 1~ p ~x" The following conditions are
equivalent:

Idet YI ~ 1 for such each Y c X such that I YI = s: (2.16)

there exists A E &: such that r~ Pi; U = u for each U E m(IR~,); (2.17 j

there exists a constant K> °such that II p{ullp,nt;?: K Ilull p.'"
for each hE H and every u E W;~( IR~). (2.181

COROLLARY. Let X E 51;", m > 0, 1~ P~x. If conditions (2.16)-(2.18l
are satisfied then there exists C> 0 such that for each II E ~V;'(IR:,),

[{ O":;;n <m. (2,19)

2.4. Example of Application

Let us consider the bilinear from, defined on the space X=H~([O, 1]")
= fV~(I2J,

2

a(f, g) = L <bijDif, Dig) + <bf, g)
i,j= 1

"if, gEX,

where bi}' b are sufficiently smooth functions defined on 1R 2 and

<f, g) = f fIx) g(x) dx

Let a be X-elliptic and let us consider the eigenvalue problem (2.20)

find AE IR andf E X\ {O} such that

a(f, g)=A<f, g) VgEX. (2.20)
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Let us consider a space F and a continuous linear injection l/J: X -> F.
An external approximation of X is the system d(X, p, 1', F, l/J) =
{(X,,, p,,, r")}"eH' where p,,:X,,->F and r":X->X,, are uniformly
bounded linear operators (d. (1.1)) and

Let the parameter h E H be fixed and let us consider the bilinear form
introduced by Aubin [I],

a,,(u, v) = a(p"u, p"D) VU, V EX", (2.21 )

where a is an extension of a onto the space F, that is,

a(ljJf, ljJg) = a(f, g) Vf, gE X.

The approximate eigenvalue problem is stated as follows:

find A" E IR and U E X,,\ {o} such that

ah(u, V)=Ah[U. vJ 'liVE X" (2.22 )

(where [u,vJ=heL.'ET'u(loh)v(loh)). This problem (in a more general
formulation) was considered by Regiilska [5J, who proved the con
vergence of the solutions of (2.22) to the solutions of (2.20). One of the
assumptions made in [5] is that the approximation satisfies the additional
condition

for every hE H there exists a subspace Vh C X which is
complementary to the null space of I'h and

eh=sup{llljJf- p"I',JIIF:fE VI" Ilfllx= l}->O as h -> O. (2.23 )

Regiilska [6] proved that condition (2.23) is satisfied iff

for every hE H there exists an operator qh: Xh -> X such
that rhqhu=u for each UEXh and

as h -> O. (2.24)

Now, let us build an approximation of X. As in [1 J and [6], let
F = L 2(/2) X L 2(/2, D1) X L 2(/2, D2), where L 2(Q, Di ) is the space
{jEL 2(Q): D,jEL2(Q)}, normed by IlfllZi)= Ilfll~+ IID,jII~, and let
l/Jf = (f, f, 1) for f EX.

Let H = {(lIn, lin)} ~= 2; we will write h instead of (h, h). Let X, Y, Z
be matrices from 90 such that B y EL x (1R 2

, Dd. BzE L",(1R 2
, D 2 ); let
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N=supp Bxusupp ByusuppBz , and Il= {ih: lEZ2
, Ih+Nh c J2}, Let

X" = {li E m([R;i): u(lh) = 0 if I ~ Il}' and

where pX, py, pZ are the prolongation operators defined by (2.9) and (2.1)
(the subscript "11" is suppressed). Further, let A be a function from ;~. and
let

(rg)(lh) = (rAg)(lh) if Ih E I};, (rg)(lh) = 0 if lh ~ I};, (2.26 )

where g is the function from Wi([R2) defined by

g(x) = g(x) if XE f2,

It follows from the results presented in Sections 2.1 and 2.2 and from the
results of Aubin [1] concerning the approximation on subsets of [R;2 that
cvl(X, p, r, F, Ij;) is an external approximation of X.

Let us investigate the approximations generated by different matrices
X, Y, Z. Regiilska proved in [6] that the choice proposed by Aubin [I],
X=[e 1,e2 ], Y=[e l ,e j ,e2 ], Z=[e l ,e2 ,e2 ], does not satisfy condition
(2.24). However, the following result is true.

LEMMA 4. Let us assume that X E [fa and that Y belongs to .9"; and
satisfies condition (2.16). Let Z = Y. Then there exists a function A E;~ such
that the approximation (2.25 )--(2.26) fulfills (2.24).

Let us now construct the approximate problem. Let the approximate
bilinear form be defined by (2.21) with

2

ii(Jg)= L (bijDJ,Djgj)+(bfo,go)
i.J~ I

2

a,,(u, u)= - I [cjrY(J)bijpYfnc;-u+rxbp-"ll, c'],
;./=1

(2.27 )

(2.28 )

where Y(i) = Y'.,e i, ci = C"', ci- = -c",-. Thus, if Y = [el' e2, e], X =
[el' e2 ], then we obtain the difference scheme

- L [C i f3ii Ci- +C3-i(tif3~,3_1)Ci+Ci- f3~-l.iC.l-;J u+[3ou=}/tu,
l= 1
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where
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f3iiUh) = f b;;(lh + ~h) d~,
A,

f3t(lh) = f b;J(lh + ~h) d~,
Bk

f3o(lh) =Lbo(lh + ~h) d~,

t;u(lh) = u(lh + e;h)

(i, j, k = 1, 2, IE£:2). This scheme is based on seven points; for any other
choice of Y the scheme connects more points.

3. PROOFS

In this section all the results are proved. First, some definitions are intro
duced which will be used in the proof. Section 3.2 contains some auxiliary
formulas, and in the next sections all the lemmas and theorems are proved.

3.1. Definitions

First, if f, g are measurable functions on [R' then

(f, g) =j' f(x) g(x) dx
Q;l<

(if the integral is well defined).
The operators of translation, T" difference, S;, and multiplication of

the argument, My (z E IRs, y E IR s+' k E £: s+), are defined as follows. If
f ELI (IRs )IOC, X E IRs, then

Skf - )' (_)k - j (k) T f= - LJ e . joz'
O'C;J'C;k ]

(TJ)(x) = f(x + z), (MJ)(x) = f(x c Y),
(3.1 )

The following power functions are used:

for xElRs,kE£:s+,
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If X is a linear topological space, II E m( ~:,), I' E m( ~:,' X), then

[u, v] = he I u(ljh) 1'(1: h),

provided that the series is convergent in the topology of X.
Let A E Lx.(~sh. We define the function v~: IRJ, ---> Lry:(~S)h by

that is, (v;(lch))(x) = h-CA(x/h - n.
Using these definitions, we can represent ri; and pf in the form

63

(3.21

or (33).

pf.u = [u, vf]. {3.4)

Similarly to definition (2.9), if XE.% then we write vi; instead of vr,': if
X = Ek U Y then 1'7,' y = vf.x.

Finally, let A, B E LOQ(~S)b and let us define the function W,.IB by the
formula

WAB(X,:-)= L A(x+z-{)B(x-l), x, ZE ~;. (3.5 )

3.2. Auxiliary Formulas

Let us start from the following properties of box splines, which follow
from formulas (2.7) and (2.10) in [2]:

DJBkj ·=( -1)1/1 S~eBk_j.y

BJ+k,y=Q£Bk. j·

if j,kE/Z'+,j;;;;;k,Ek_/u YE5';;; (3,6)

if J, kE/Z s+, Eku YESIiJ. (3.7)

The following property of the moduli of continuity, which is taken from
[4 J, will also be used in the proof: there exist positive constants 11,1]_ 1',,11

(depending on p, r) such that for every function f E L p ( IRS)

(3.8 )

where KAt,f) = inf{ II! - gllp + t Iglp,r: gE H;(~')}, and H;( IRS) = IIV;(IR')
if p <Xi, H::(lRS) = C(IR').

Now, let us give some formulas which can be proved easily. If
tEL (I);£S)IOC and gEL (IRS) or (EL (R') and aEL ,(~S) l/p+ l'p'= 1_,Ix b J r 6 p" , '

then

<S~f, g> = <f.. S~=g>,

(the operator Q~ is defined by (2.12)).

64061 1-'

{3.9)
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Iff E L)(IRS)lOC then

TzM,f = M, Too)'f,

if f E W;,,( IRs)IOC, Ikl ~ m, then

DkM,,f= ykMvDkf,
. .

Next,

Ck(X+Y)= I Ck_j(X)C/y),
O"-;j,,-;k

(3.12)

DjCk = 0 for other vectors j E Zs+. (3.13)

If uEm(IR~) and vEm(IR~" X)b or uELp(IR~) and vELp.(IR~), then

[u, akv] = [a~u, v]. (3.14)

(3.15 )

(that is, for each x E IRs, SZ(v~(x)) = hk
( a~ v~)(x)).

Now, let us give several formulas which will be proved in the next
section. If A, BE Loo(IRS)b' k E Zs+' U E m(IR~),f E L) (lRs)loc, then

If j, k E Zs+' E k U Y E~, U E m(IR~), then

Ph+ k
, }'u = Qh(PZ' Yu).

(3.16 )

(3.17 )

(3.18)

rtck= I rxjhjck_ j ,
O~j:::;;k

rxj = (A, cj >; (3.19 )

13:= L Bx(-l)cj(l).
IE z~

(3.20 )

3.3. Proofs of Auxiliary Formulas

Below, the parameter h is fixed, and hence the subscript "h" IS

suppressed.
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Proof of Formula (3.16). Following definition (3.1) and formulas (3.4).
(3.15), (3.14), we have

S7, pBU = [S7, VB, 11] = hk[c''- VB, u]

=hk[V B, (1kU ] =hkpBCkU• I

Proof of (3.17). According to (3.3), (3.15), (3.9), we have

okrA'}' = (ekv A f> = h -k<Sk "A J'", -h"" , /

=h-k<v\ S7,f>=h- krA S1,f;

the second formula can be proved similarly. I
Proof of (2.10) and (3.18). We prove here that formula (2.10) from

Lemma 1 is true, since it will be used in the next proofs. It follows from
(3.2), (3.11), (3.6), (3.10), and (3.15) that

=h- e -/( _l)lll T __
I

IINle'hSl_eBk_j,Y

-h- e -/(' 1)'Ill S/ T ~f B- - - h - I ,II < "II k - j. Y

= (-I)ljl h-iSl~lIt,k-l.y

= (-1 )Ill ejFk - j , l".

Therefore, due to (3.4) and (3.14),

and formula (2.10) is proved. Formula (3.18) can be obtained similarly by
use of (3.2), (3.7), (3.10), and (3.4). I

Proof of Formula (3.19). Introducing a new variable of integration,
Y = xlh - I, into definition (2.2), and using (3.12), we obtain

rAck(lch)=J' A(y)ck(yoh+/vh)c(v
If>.'

= L ck_poh) f .A(y) hicj(y) c(r,
o"".! ""k Q;\'

which was to be proved. I
Proof of Formula (3.20). The proof is carried out by induction with

respect to m. If m = 0 then (3.20) holds; let us thus assume that it also is
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true for some m = n - 1~ O. Let X E Y:, and Ikl "s; n; let us represent X in the
form X = E"e U Y. Let 1 "s; i"s; sand z = ei . According to (2.10), we have

(3.21 )

Let us denote k i by d; using (3.12) and the formula

we deduce that

_ d-! (_h)rz
a'_Ck= - L· 1)' Ck-=-r='

r~O (r+ .

The matrix E"e-= U Y belongs to Y,n, hence, applying the inductive
assumption to the right-hand side of (3.21), we obtain

_ d - 1 (- h r= _. .
D'pne.Yc = ~ ~ pne-"}hJc _ ..

k L ( 1)' L J k-z-r'-J
r ~ 0 r + .' 0,,; j,,; k - =- r=

Changing the variables of summation (q = j + rz), we come to the formula

(3.22)

Formula (3.22) is true for each vector z = ei , hence pile, YCk is a polynomial
of the form

p"e,YCk = L
O~q~k

G"e, Y(h) C
qk k-q' (3.23 )

Computing Dzp"e, YCk from (3.23) and (3.13), and comparing the result with
(3.22), we obtain the formula G~~' Y(h) = h"ey;:, Y, from which we deduce that
G;~' Y(h) does not depend on k. Thus,

if XEYm +!, Ikl "s;m+ 1, (3.24 )

and P: can be calculated by taking k = q and evaluating both sides of
(3.24) at 0 with formulas (2.1) and (3.12). I

3.4. Approximation of Lp(W)

In this section the results from Section 2.1 are proved. All the proofs are
carried out in the case p < eN; the extension for the case p = oc, is simple.
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As in the previous section, the parameter h and the functions A, Bare
fixed, and hence we write p, r instead of pf" ri;.

Proof of Theorem 1. Following the definitions of If and of the norm, we
have

Applying Holder's inequality to the product of IA(x/1I _/jILl' If(x}1 and
IA(x/!l-l)1 1P', we obtain estimate (2.3) with

where EF(x)= I IF(x+iJ!.
IE J'"

The estimate for I[pullp can be obtained similarly, and

Proof of Formula (2.4). If A E.J>d then

f A(x)dx= I f A(x)dx= I f A{x+l)dx
~f IE2' 1+/) lEl!..J [I

=r IA(x+l)dx=1
~ [5 Ie zr;

(the sum commutes with the integral, since supp A is bounded), and thus
A E ~, which was to be shown. I

Proof of Theorem 2. The proof consists of three parts. First, we prove
formula (2.6). Next, we prove Lemma 5, which gives the estimate of
lif- prfll p in the case where fE W;+ I (lin and (2.7) is fulfilled. The third
part is the proof of inequality (2.8).

Proof of Inequality (2.6), Following definitions (2.1), (2.2), and (3.5) we
have

plf(x) =f W 4B(x/h,::)!(x+z c h)dz,
Q

(3.25)

where Q = supp B - supp A. It can be shown that supp WAS(x, . ) c Q for
almost every x E lI;r, and
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Moreover, since BE ,'?I'd and A E~, for each x E IRs,

Therefore,

and hence

Ilf - prfll;"; Mf r [1 IS=ohf(x)1 dzJP dx.
'n;!' Q

Applying Holder's inequality and changing the order of integration, we
obtain the estimate

Hence, formula (2.6) is satisfied by

C3 =M3 vol(Q)(l +diam(Qu {O}». I

LEMMA 5. If the assumptions of Theorem 2 are satisfied and
fE W;+l(IR S

) then

(3.28 )

Proof First, if condition (2.7) is satisfied then, following formulas
(3.25) and (3.12), for every k E Zs+ such that Ikl ,,; r we have

Ck(x) = fa WAB(x/h,z)ck(x+zoh)dz

= L hif WAB(X/h,z)ci(z)dzCk_i(x).
O~i~k Q

Hence,

(3.29 )
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Now, let f E W;+ l(~S). Substituting Taylor's formula

Scchf(x) = L hkck(Z) Dk fix)
0< Ikl,;;, r

+ L hkCk(Z) f (r+ l)(I-¢r D1f(x+::,::oh)d¢
Ikl ~ r+ 1 I

into (3.27) and using formula (3.29), we obtain

Ilf - pl!ll; = Jno!' {t WAB(X/Iz,::) Ikl ~+ 1 hkCk(::)

'. p

x L(r+l)(l-¢)'"Dkr(x+¢::ch)d~d::} dx.
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By applying estimate (3.26) and Holder's inequality, and changing the
order of integration, we can deduce that (3.28) holds. I

Proof of Formula (2.8). Let us take an arbitrary function g E H; + I (~n.

Then

Applying Theorem 1 and Lemma 5, we obtain

We can derive formula (2.8) from this estimate using inequality (3.8). I

3.5. Approximation of w~n([w)

Lemma 1 was proved in Section 3.3. Let us prove the remaining results
of Section 2.2. As in Section 3.3, the subscripts "h" are suppressed.

Proof of Lemma 2. According to (3.11), S~f= hkQ~hD~f Thus, i~

follows from (3.17) and (3.9) that (3krAf= <Q~rA, Dkf). But, following
(3.2) and (3.10),

Q~ vA(l 0 h) = h -eQ7, T _HMe hA

= h-eT_1'hMe.hQ~A = vA1kl(l =h).

Hence, the first formula from (2.11) is proved; the second one can be
obtained analogously. I

Proof of Theorem 3. If X E!I;n then X = Eme U Y and Em" _J U Y E f~) if
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j E 7L 5~, iii ~ 1'1'1. Moreover, if A E ~ then A (j) E~. Hence, it follows from
Lemmas 1 and 2 that

(3.30 )

and inequalities (2.13), (2.14) can be deduced from Theorems 1 and 2 (the
constant in the second inequality in (2.13) equals 1, since B x is nonnegative
and belongs to .?I'd)' If condition (2.7) is satisfied, then putting f = Ck
(Ikl ~ r) into (3.30) and applying formula (3.13), we obtain the equality

Pme- j . l'rA(j)c = C
q q if Iql ~m-r,

which is the analogue of (2.7) for Bme-J,r and A(j). Thus, estimate (2.15)
also is satisfied. I

Proof of Lemma 3. It follows from definitions (2.1), (2.2) that if A is
defined as in the lemma, then for every f ELI ([Rs)loC,

X.A'f - " ~ T x G'fP I - L. 'ok bliP r .
Ikl '" r

Hence, takingf=cj where Iii ~r, and applying (3.19), (3.20) and (3.12),
we obtain the equality

pXrAcj = L ~k L L L af-q P%_l1cn_;(k) hj-ici ,

lkl~r O~q~j O~n~q O~i~n

which in an elementary way can be transformed to

Hence, the system of equations, pXrAcj = cj if Iii ~ r, is equivalent to the
system of linear equations

I ~k L L a7_qP:_ncn(k)=boi,
lkl :s:; r 0 ~ q ~ i 0 ~ n ~ q

Iii ~r,

which is uniquely solvable due to the fact that the matrix (cn(k)) Inl '" r.lkl '" r
is nonsingular and ag = P% = 1. Hence, the lemma is proved. I
3.6. Stability of the Approximation

Proof of Theorem 4. First, we prove that (2.16) implies (2.17). It follows
from the definitions of pX and rA that condition (2.17) is equivalent to

(3.31)
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Let N~ be an arbitrary open set such that N n supp Ex =1= 0 and let K =
{lE2':Nn(suppBx -l)=I=0}. If (2.16) holds then, according to the
theorem of Dahmen and Micchelli [3], the set {( TIB x )IN: IE K} is linearly
independent. We want to find a function A which satisfies (3.31) and the
conditions

supp A eN,
VEl<

Substituting these formulas into (3.31) we obtain the system of linear
equations for i'v

L }'v(G"GI)=bol , IEK,
~'E K

which is uniquely solvable due to the linear independence of the functions
G,.. Summing up Eqs. (3.31) with respect to t, we can show that A E ,J;;
therefore condition (2.17) is satisfied.

Now, let us prove that (2.17) implies (2.18). Following Theorem 3, if
(2.17) holds then for every U E w~n(l~;,),

Ilullp.11I = IlrApXullp,m:::; C1 IIpxl/ilp,m'

Thus, (2.18) is satisfied.
Finally, we must prove that if condition (2.16) is not satisfied then (2.18)

does not hold. Let Y be such a submatrix of X that v = Idet Yi > 1. It
follows from definition (1.4) that El·=v-1Xs" where Ny=int(suppB 1·).

Further, since By belongs to [?Pd' the set K l = II E2 s
: Ny n (N }-I) #- 0}

contains v elements and every vector i E 2 5 can be uniquely represented in
the form i = 1+ Yj, where IE KYo j E 2 S

•

Let L> 1 be a fixed number, let 11, q be two different elements of K y, and
let us define the mesh function

where [0, Le] = {XE [R': O:::;x:::;Le}. It can be shown that there exist
numbers ~, ~' independent of L, h and such that

0:::;1':::;111.

Let us now consider r\·v. First, let us observe that p Yr is nonzero in a
neighbourhood of the boundary of [0, Le]; strictly speaking. there exists I(
such that pYV(x)=O if XE [/(h, Le-/(h] or x¢ [-I1'h, Le+IJ'h]. Hence.
according to (3.18), there exists 11 independent of L h and such That

6-1061 1-6
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pXv(x) = 0 if x E [17h, Le -17h] or x ¢ [ -17h, Le + 17h]. Therefore, there
exists a number K such that

o~ r ~ 111.

Since L can be taken arbitrarily, (2.18) is not satisfied. Thus, the proof is
finished. I

Proof of the Corollary. It follows from Theorem 3 and condition (2.18)
that

Formula (2.19) follows from these estimates and the inequality

if r ~ n ~ 111.

which is true for every UE W;(~:l) (and follows from the formula Ilaeiullp~

2 Ilullp/h;). This completes the proof. I

3.7. Proofs of the Results fr0111 Section 2.4

First, let us prove the following formula: if A E L:yj~S)b' f E Lp(~S),

uELp'(~~)' then

(3.32 )

It follows from Theorem 1 that if the above assumptions are satisfied, then
both sides of formula (3.32) are well defined and

where

gn(x) = L f(x) A(x/h -I) u(lh).

Since the support of A is bounded, gn(x) ---+ f(x) pAU(X) almost everywhere.
Moreover, g" are uniformly bounded by an integrable function: Ign(x)1 ~
If(x) IpA( lui )(x). Hence, the limit of integrals equals the integral of limits
and thus, formula (3.32) is proved. I

Proof of Lemma 4. According to Theorem 4, there exists a function
A E 3P; such that rAp Yu = u for each u E 111(~~). Thus, it follows from defini
tion (2.26) that

foreach UEXh • (3.33 )
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Therefore, if q = p I, then the first condition from (2.24) is satisfied. Next.
it follows from the definition of F that

According to (3.33), every function 11 E Xh can be represented as
u = r':(, where f = p Yu E Wi(l!;n, and Ilfllu ~ K Ilullu due to Theorem 1.
Applying Theorem 2, we obtain the estimate

IlpXrAf - p Yr:fII2 ~ IlpxrAf - fl12 + lip Yr,"'!- fl12 ~ K Ilulll.2 Ihl

Thus. Ilpu-ljJquIIF~Kllull1.2lhl,and condition (2.24) is satisfied.•

Proof of Formula (2.28). Following (2.21). (2.27), and (2.25),

ah(u, d= I (bijD,pYu, DjpYv ) + (bpXu• pXt:).

i.j~ 1

Applying formula (2.10) we obtain DiP I'll = P YI/ Ie i~ 11, and thus, formula
(2.28) can be obtained by the use of (3.32) and (3.14). I
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